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Abstract

This paper investigates the level of capital mobility in Russia, testing the Feldstein–
Horioka (1980) puzzle (FHP). The study examines relations between saving and invest-

for the period 1995–2013, in which all estimations are made for two periods: the full 
period 1995–2013 and 2000–2013, the post-Russian crisis period. The empirical anal-
ysis includes the Kejriwal and Perron (2008, 2010) structural break test to determine 

under the consideration of structural shifts. To facilitate comparison, the para meters of 
the model  were estimated employing the OLS and FMOLS procedures. To test the coin-

-
gration test, which allows for an unknown number of breaks; then, in a case where only 
one break was detected, the Carrion-i-Silvestre and Sanso (2006) cointegration  test was 
employed. The results of this study provide evidence of high capital mobility  and reject 
the existence of the FHP in the post-Russian crisis period. Evidence of the cointegration 
presence indicates the solvency of a current account in Russia. 

reserved.

 F32.
 Feldstein–Horioka puzzle, saving–investment association, capital mobility, cointegration, 

structural breaks, Russia. 

1. Introduction

For the last several decades, economic crises throughout the world have been 

been carried out to investigate capital mobility issues. The most popular concern  
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in capital mobility studies is to explain and solve the Feldstein–Horioka puzzle 
(FHP). Related to the seminal work of Feldstein and Horioka (1980), the FHP 
established that investment and savings ratios are highly correlated in developed  

-
pected low correlation between investment and savings ratios, particularly in 
the sample of the OECD developed countries. Since then, a great deal of the atten-
tion in the literature has been given to the FHP, with particular focus on European 

review of the literature related to the FHP. The authors conclude that the results 
of the majority of studies support a high correlation between savings and invest-
ments but at a lower level. Meanwhile, they indicate that most studies do not 
validate the capital mobility hypothesis.

For the last several decades, transition and emerging economies have experi-
enced the liberalization process in trade and capital transactions. However, 
little attention has been given in the literature to transition and emerging 
economies, which increasingly are becoming important players in the global 

results, whereas transition and emerging countries are highly heterogeneous. 
Moreover, they do not include Russia in panel samples. One reason for this is 
its large population compared with the estimated countries, which would sig-

-

Özmen, 2005; Jamilov, 2013; Trunin and Zubarev, 2013). However, the issue of 

in the literature. 
With a population of 143.5 million, Russia is one of the ten most populous 

which represents 3.25% of the world economy, putting it on the list of the ten 
largest world economies.1
only important at the regional level but on the global level as well. However, 
there is a lack of studies on capital mobility and its measurement in Russia. 
Russia is still behind most advanced countries in terms of free capital mobility; 

2 (see, for 
example, Fig. 1). 

Since the transition began, the capital liberalization policy for capital accounts 

transactions have been restricted. However, Russia has had a different program 

ease. Restrictions on nonresident portfolio investments were gradually removed 

 1 

 2 
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by early 1998. However, during the crisis, some capital restrictions were returned 

-
covery after 1999. 

-
cantly increased before the crisis, followed by a decline during the Russian crisis 

Following the gradual liberalization after the crisis, investments grew again. 
-

change law came into force, which was directed toward the progressive liberali-
zation of capital movements. The new law still had various restrictive capital 
control arrangements, but they were phased out in 2006 (OECD, 2006). Thus, 

savings to foreign commercial banks; however, despite this high rate of capital  

China, after having been ninth on this list in 2012.3 The level of capital mobility 
has increased continuously in Russia; therefore, it is expected that the correlation 
between investments and domestic savings is low. 

The purpose of this article is to make a contribution to the literature on 
the capital  mobility analysis in Russia. The study examines the FHP, employ-

Quarterly data are taken from the Organisation for Economic Co-operation and 

 3 

Fig. 1.

 * Maximum index value is normalized at one.
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to 2013 is the full period; and 2000 to 2013 is the period during which gradual  
capital mobility liberalization was applied, or the post-Russian crisis period. 
The remainder of the paper consists of the following sections: Section 2 outlines 
the empirical methodology adopted in the paper. Section 3 presents the empirical 
results, and section 4 draws conclusions.

2. Methodology

This study examines the degree of capital mobility in Russia in the presence 

 (1)

where I is the gross domestic investment, S is the gross domestic savings, and 
Y is the gross domestic product of considered country i  which is 

-
 

 is close to 1, it would indicate capital immobility within 
the country. The results of Feldstein and Horioka (1980) showed that the value 
of for 21 open OECD economies changes between 0.871 and 0.909 and il-
lustrated the international capital immobility in the considered countries. These 
controversial results sparked widespread debates in the economic literature. 
Numerous studies have provided evidence supporting these results, and differ-
ent results exist in the literature with a wide array of interpretations. Therefore, 

Rogoff, 2000, p. 9). 

contain a variety of structural changes within a country or at the international 
level . For example, Fig. 2 illustrates gross domestic investment and gross do-

Fig. 2.
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that variables demonstrate the existence of structural shifts. Therefore, to exa-
mine the regression model (1) in the presence of multiple structural breaks, 
the approach of Kejriwal and Perron (2008, 2010) was employed in this study. 
Kejriwal and Perron (2008, 2010) developed an estimation of cointegrated re-
gression models accounting for multiple structural changes. The framework of 
this approach is general enough to allow for both stationary and nonstationary 
variables in the model while allowing for serial correlation and heteroskedasti-
city. The authors  illustrated that inference is possible in models with both sta-
tionary and nonstationary variables as long as the intercept is allowed to change 

that estimates and tests linear models of stationary variables for multiple struc-
tural changes. Kejriwal and Perron (2008, 2010) derived limiting distributions of 

and regressors to allow for nonstationary variables in cointegrated regressions. 
The methodology considers multiple linear regression in the presence of m 

breaks, which results in m + 1 regimes.

yt = xt  +  zt j  +  et (2)

where t  =  Tj–1 + 1, …,  Tj is the time period with j  =  1, …,  m + 1 regimes; yt is 
the dependent variable of the regression, xt and zt are vectors of covariates with 
sizes of (p ×1) and (q 1), respectively;  and j
the parameter vector is not subject to change, whereas j changes across regimes; 
and et is the error term of the regression. The purpose of this methodo logy is to 

m number of break points. For every partition m (T1, …, Tm), estimates of coef-
 and j

St (T1, …, Tm) =  [yt – xt  +  zt t]2 (3)

  ({Tj}) and   ({Tj

(T 1, …, T m) = arg minT1, …, Tm
 St (T1, …, Tm) (4)

(T1, …, Tm), for which Ti  –  Ti–1  q. The estimates of regression parameters are 
m {T j  =   ({Tj}) and 

 =   ({Tj
the locations of break points, which is based on the principle of dynamic pro-
gramming.

and Perron (1998) is as follows. First, the statistics for UD max and WD max 
tests must be calculated. UD max and WD max tests are double maximum tests 
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that examine the hypothesis of no structural break against an unknown number 
of breaks with the given upper bound of breaks M, it and can be calculated by 
the following formulas:

UD max FT  (M,  q) = max sup FT  ( 1, ..., m;  q) (5)
 1   ( 1, ..., m)

where FT  ( 1, ..., m;  q) is the sum of m
each one divided by m, with q as the degree of freedom; 

WD max FT  (M,  q) = max     
  
x sup FT  ( 1, ..., m;  q) (6)

 1   ( 1, ..., m)

where c(q, , m) is the asymptotic critical value of the individual tests with  as 

Next, Wald type tests must be applied, where the sup F(0|1) test examines 

test reject the hypothesis of no breaks, sup F (l +1| l ) must be applied to specify 
the number of breaks in the series. The number of breaks in the series can also be 

variables must be examined. To test the integration properties of variables, 
-

posed by Ng and Perron (2001), which has maximum power against I (0) alter-

-
ing procedure proposed by Elliot, Rothenberg and Stock (1996). Ng and Perron 
stressed that the choice of the lag length of a regression is extremely important 

-

To test the integration properties of variables in the presence of structural 
shifts, the Carrion-i-Silvestre et al. (2009) test is employed with the null hypoth-
esis of the unit root presence. This test is an extension of the test proposed by 

-
tions. The Carrion-i-Silvestre et al. (2009) test has the advantage over other alter-
native tests by allowing structural shifts under both the null and alternative hy-

-
tural changes in the deterministic components of a univariate time series when 
their integration order is a priori unknown. The F-test has the null hypothesis of 
no structural shifts and is based on the Exp
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the level and the slope of the time trend, is applied in this study. 

Finally, to test for cointegration characteristics between variables under the con-
sideration of a structural break presence, the Maki (2012) and Carrion-i-Silvestre 
and Sanso (2006) cointegration tests were employed. 

breaks and the unit root test proposed by Kapetanios (2005). Maki (2012) pro-
poses cointegration tests allowing for an unknown number of breaks. The null 
hypothesis of the test is no cointegration, with the alternative hypothesis of 

i
the maximum number of breaks (i k). The Maki (2012) test has an advantage 
over standard cointegration tests that allow for one or two structural changes in 
the cointegration relationships when multiple unknown numbers of breaks exist. 
When the number of breaks allowed in the Maki test is one, it can be considered 

Hansen (1996), which allows for one structural shift. When the number of breaks 
allowed is two, it presents the special case that coincides with the Hatemi-J 
(2008) cointegration test in which two structural breaks are allowed.

The Carrion-i-Silvestre and Sanso (2006) cointegration test allows for a struc-
tural shift in the cointegrating relationship. The main difference and an advantage 
of the test over alternative cointegration tests that allow for one structural shift 

the presence of a cointegration relationship against the alternative hypothesis of 

-

of no cointegration. Therefore, alternative cointegration tests with null hypoth-
-

The Carrion-i-Silvestre and Sanso (2006) test is a Lagrange-multiplier type 
cointegration test based on the multivariate extension of the Kwatkowski et al. 
(1992) test. The cointegration test is run for models when the date of the shift 
is known a priori; when the date is not known, the test estimates the break date 

model  An allows for a break in the level, model A has a trend and allows for 
a break in the level, model B accounts only for a change in the slope of the time 
trend, and model  allows for a break in both the level and slope of the time trend. 
Model D allows a break in the deterministic components and the cointegra ting 
vector, and model E contains a trend and allows for a shift in both the determin-
istic component and the cointegrating vector, similar to model D. 
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3. Empirical Results

To test for the presence of structural breaks in individual variables, the Perron 

both the level  and the slope of the time trend of estimated variables. 
The null hypothesis of the test, no structural shifts, was rejected for both vari-

ables, investment and savings for two estimated periods, 1995–2013 and 2000–2013. 

period for investment and savings, respectively. These years are characterized by 

-

-
tries (Åslund and Kuchins, 2009). For the 2000–2013 period, the break date ac-

demonstrate the presence of structural shifts in estimated time series. Next, the unit 
root presence in the time series must be estimated. The results of the Perron and 

for the presence of structural shifts must be applied to both variables. However, 
the Kejriwal and Perron (2008, 2010) methodology employed later in this study 
is designed for cointegrated regression models. Therefore, the standard cointegra-

-
ables that do not allow for structural shifts.

Table 2 presents the results of the Ng and Perron (2001) unit root tests. The re-

tests are consistent with one another, and the null hypothesis of the unit root pres-
ence was not rejected by any of the tests for either of the employed variables, 
investments or savings, or for either of considered periods. 

Next, the Carrion-i-Silvestre et al. (2009) unit root tests, which allow for up to 
t-statistics of 

the test and possible break allocations are presented in Table 3. This study allows 
up to three breaks in the test because results are similar when more breaks are intro-
duced. When structural breaks are allowed, the unit root hypothesis again was not 

Table 1

Period EXP-WFS test T 1
1995–2013

6.38** 2000-Q1
Savings 5.65** 1999-Q1

2000–2013
19.50** 2008-Q3

Savings 20.53** 2008-Q3

= 0.15 



394

rejected for both periods. The test detected three breaks for every variable for each 

in the 1995–2013 period; for investments, it was the end of 1996, and for savings, it 
was mid-1998. The end of 1996 for Russia can be characte rized by the initiation of 

-
-

temporary increase in investments, as seen in Fig. 2. The middle of 1998 for sav-

1998. Meanwhile, 2008 is detected as a break location for both periods , which can 

The results of the unit root tests demonstrate the non-stationarity of the employed 

observation by the Ng and Perron (2001) and the Carrion-i-Silvestre et al. (2009) 
unit root tests, structural change presence and cointegration tests were conducted. 

The Kejriwal and Perron (2008, 2010) methodology allows for the presence 
of nonstationary as well as stationary variables; however, it was developed for 
cointe grated regression models. Therefore, before proceeding to the structural 

-
ships of the variables. Therefore, the Johansen cointegration test was conducted. 

Table 2

Period Savings

MZ GLS MZt
GLS MSBGLS MPT

GLS MZ GLS MZt
GLS MSBGLS MPT

GLS

1995–2013
Level –6.54 1.81 0.28 13.93 –13.71 –2.60   0.18 6.74

2000–2013
Level –7.68 –1.84 0.24 12.15 –9.59 –2.19   0.23 9.51

: MZ GLS MZ ; MZt
GLS MZt test; MSBGLS 

MPT
GLS

Perron (2001). The critical values for the above tests were taken from Ng and Perron (2001)

Table 3

Period MZ GLS MZt
GLS MSBGLS MPT

GLS T 1 T 2 T 3
1995–2013

–29.08 –3.79 0.13   9.83 1996-Q4 2000-Q1 2006-Q3
Savings –18.08 –2.95 0.16 14.80 1998-Q2 2000-Q2 2008-Q3

2000–2013
–15.48 –2.65 0.17 17.97 2002-Q1 2007-Q1 2008-Q3

Savings –15.74 –2.67 0.17 17.75 2002-Q1 2007-Q1 2008-Q3

: The critical values were obtained by simulations using 1,000 steps to approximate the Wiener process and 
10,000 replications. The test is run for model 3, where the structural break affects both the level and the slope of 
the time trend. Note that for the MSB and MPT tests, the null hypothesis is rejected in favor of stationarity when 
the estimated value is smaller than the critical value. 
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To determine the rank of cointegration space, two test statistics are presented, 
the Trace and the Max-Eigenvalue (Table 4). 

The results of the Trace likelihood ratio test statistic and the Max-Eigenvalue 
likelihood ratio test statistic were consistent with each other. The results of 

between the savings and investment variables for the 1995–2013 period. For 
the second period, 2000–2013, the estimation results revealed one cointegration 

relationships between chosen variables in all cases when structural breaks are not 
considered. 

the Kejriwal and Perron (2008, 2010) methodology was applied to the series. 
Table 5 reports the results of the Kejriwal and Perron (2008, 2010) tests for de-
tecting structural changes. Sup F(k k in both 
periods, except when k  =  1 in the second considered period. The last two columns  
of the table present statistics for the UD max and WD -
cant in both periods as well. Once more, the null of no structural breaks was re-
jected by both tests. Combining the results of tests presented in Table 5, it can be 

Table 4
Standard cointegration test: Johansen.

Period Trace statistics Max-Eigen Statistics

r = 0 r r = 0 r

1995–2013 27.56** 6.28** 21.28** 6.28**
2000–2013 26.83** 3.43* 23.41** 3.43*

Table 5
Structural break tests of Kejriwal and Perron (2008, 2010). 

Period Sup F(1) Sup F(2) Sup F(3) Sup F(4) Sup F(5) UD max WD max

1995–2013 38.34** 45.91** 123.47** 76.76** 93.34** 123.47** 204.83**
2000–2013   2.51 18.26** 243.63** 213.22** 33.94** 243.63** 366.62**

F(l ) test in the case 
of non-stationary variables are 14.30, 12.11, 10.41, 9.19 and 7.64 for l = 1,  2,  3,  4,  5, respectively. The critical 
value for the UD max test is 14.47. See Kejriwal and Perron (2010). The critical value for the WD max test is 

F(l ) test in the case where stationary and 
non-stationary variables are allowed are 14.53, 11.94, 10.38, 9.28 and 7.51 for l = 1,  2,  3,  4,  5, respectively. 
The critical value for UD max test is 14.79. 

Table 6

Period Sup F(2|1) Sup F(3|2) Sup F(4|3) Sup F(5|4) S LWZ

1995–2013 73.89** 3.75 1.53 0.02 2 3 3
2000– 2013   0.13 0.0001 0.0001 0.0003 0 1 1

S LWZ
Liu et al. (1997), are used for the selection of breaks number. The 5% critical values for the Sup F(l + 1 |  l ) test 
are 10.13, 11.14, 11.83 and 12.25 for l
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concluded that there is strong evidence of a structural change present in the em-
ployed series in both considered periods. 

l versus l + 1 structural 
S ), 

(LWZ) were used for the detection of the number of breaks in series, and their 

study for the 2000–2013 period. 

Tables 7 and 8 present the estimation results of the cointegration tests that al-

LWZ procedures for the 1995–2013 period, and both procedures detected one 
structural shift for the 2000–2013 period. First, the Maki (2012) test is applied, 

-
tural break are consistent with the Hatemi-J (2008) test, and the results for two 

k presents 
the t-statistics of the Maki test, and k denotes the maximum number of breaks. 

Table 7
The Maki (2012) cointegration test with unknown number of breaks.

Period MB1 MB2 MB3 MB4 MB5

1995–2013 –4.70 –7.42* –8.18* –9.59* –9.59*
2000– 2013 –4.82 –5.92 –6.51 6.51 –7.05

–6.100, –6.524, –7.009, –7.414 for 5 structural breaks respectively for trend and regime shifts model. 
The trimming parameter is 0.05.

Table 8
Carrion-i-Silvestre and Sanso cointegration test (2006).

Model 1995–2013 2000–2013

Test 1 Test 1 Test 2

An 0.0741 2006-Q3 0.0526 2006-Q3 0.0526 2006-Q3
A 0.0555 1997-Q1 0.0455 2006-Q3 0.0455 2006-Q3
B 0.0506 1997-Q3 0.0871 2009-Q1 0.0822 2006-Q3

0.0614 2000-Q1 0.0407 2006-Q4 0.0459 2006-Q3
D 0.0750 2006-Q3 0.0482 2006-Q3 0.0482 2006-Q3
E 0.0570 2000-Q1 0.0370 2006-Q3 0.0370 2006-Q3

: Test 1 is the test when the break date is a priory unknown, and the date location is determined by the test. 
Test 2 provides statistics when the break date is known and exogenously is determined.
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The test statistics rejected the null hypothesis of no cointegration for the 1995–
2013 period when more than one break is allowed. However, when one break is 
allowed, it failed to reject the null. The test statistics did not detect cointegration 
relationships for the 2000–2013 period for any number of structural shifts al-

of these shifts, the Maki test provided evidence of the cointegration relationships 
for the 1995–2013 period. The 2000–2013 period is characterized by the pres-
ence of only one structural shift; however, the Maki test statistics failed to pro-
vide evidence of cointegration for this period. 

Therefore, the Carrion-i-Silvestre and Sanso (2006) cointegration test is ap-

for cointegration relationships in the presence of a structural shift. The test is ap-
plied to the model for both periods for reasons of comparison. The null hypo-
thesis of cointegration could not be rejected by any of 6 considered models  at 

-
cluded that long-run relationships between investment and savings exist in both 
estimated periods when they are affected by the presence of structural shifts. 
The Carrion-i-Silvestre and Sanso test investigates the estimated model for 
the presence of cointegration when a priori unknown and known break dates 
are allowed. Test 1 in Table 8 presents the test statistics when the break loca-

is estimated by the test. Test 2 shows estimation results when the break location 
is exogenously determined. The period 1995–2013 is characterized by the pres-
ence of three structural shifts (Table 6); therefore, only Test 1 was applied to 

-
tural shift (Table 6); therefore, test 1 and test 2 were applied. Test 2 is applied to 
the model in which the break date is determined at the 2006-Q3 location, which 

the break date is estimated by testing at different locations for different models, 
which indicates that the period has more than one structural shift. The test esti-

Table 9
Estimated regression parameters under breaks. 

Period   1  2  3  4 T 1 T 2 T 3
1995–2013

–0.01 
(0.03)

20.13** 
(0.87)

15.85** 
(0.93)

18.36** 
(1.01)

21.28** 
(0.95)

1997-Q3 
(‘96-Q4–
‘98-Q1)

2000-Q2 2006-Q3 

 (S) 0.05 
(0.04)

18.32** 
(1.08)

15.47** 
(1.21)

19.24** 
(1.17)

– 1997-Q3 2006-Q3  –

2000–2013
–0.10** 
(0.03)

21.17** 
(1.12)

24.02** 
(1.03)

2006-Q3 
(‘05-Q3–
‘07-Q1)
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the same location, which is determined by the Kejriwal and Perron test (Table 9), 
it is 2006-Q3. The Kejriwal and Perron test detected this particular break date 

relations can be explained by fast-growing private sector debts based on govern-

The results of the cointegration estimations that allow for structural shifts 
provide strong evidence for the existence of cointegration relationships in both 

-
terpreted as the long-run solvency condition, which exists regardless of the level 
of capital mobility, implying the effective realization of government policies tar-

run relationships in the presence of structural breaks supports the solvency exis-
tence of a current account in Russia in both considered periods. 

Table 9 reports the results of the parameter estimations of regression (2) in 
the presence of structural breaks, where dependent variable yt is the ratio of gross 
domestic investments to the gross domestic product, and covariate xt is the ratio 
of gross domestic savings to the gross domestic product. 

Estimates of break locations are given in the last three columns {T j} of 
-

, corrected for the presence of structural breaks, are given 

test are consistent with break locations detected by the Carrion-i-Silvestre and 
-
-

mated at 2000-Q2, which is characte rized by the fast recovery after the Russian 

a common 2006-Q3 break location for both estimated periods 1995–2013 and 
2000–2013, which can be explained by the increase in private debt and foreign 

4 

found at a low level, close to zero, or –0.01 when three breaks are detected by 

-

-

was found at the level –0.10, which is relatively close to zero. 

 4 
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and FMOLS procedures (Table 10). The OLS and FMOLS estimation results are 

considered period, 1995–2013. However, the estimations for the post-crisis 

at the –0.275 level and the –0.306 level by the OLS and FMOLS procedures, 
-
-

structure (Özmen, 2004). 

assets that are located abroad and denominated in a foreign currency, and to 

can be explained by motivations driven by general or currency risk that lead to 

5

in Russia is its effect on domestic investments; therefore, to cover the gap of 

country for foreign investors after having been ninth on this list in 2012.6
a result , the level of capital mobility has continuously increased in Russia, reduc-
ing the level of correlation between investments and domestic savings. 

 5 

 6 

Table 10
Estimated regression parameters OLS and FMOLS.

Period OLS FMOLS

1995–2013 20.091**
(1.876)

–0.036
(0.060)

19.768***
(3.243)

–0.026
(0.104)

2000–2013 28.251**
(2.007)

–0.275**
(0.062)

29.261***
(3.784)

–0.306***
(0.117)

 and  
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-
ity of capital in Russia in the post-crisis period. Consideration of structural shifts 

allowed. Nevertheless, the allocation of structural breaks in the model may cor-
rect estimated parameters for the provision of better capital mobility illustration. 
Thus, the results of the regression estimates provide rather weak evidence for 
the presence of the FHP in Russia in the post-crisis period. 

The limited literature on the measurement of capital mobility in Russia pro-
vides mixed results. For example, Jamilov (2013) estimated the capital mobility  
of the Caucasus region for the period 1996–2010 by employing panel econo-

estimation method provided different results for the individual countries. Thus, 

cases, but the values were found at different levels (–0.21, –0.02, and 1.49, re-

a certain conclusion without choosing a particular method. Trunin and Zubarev 

developed and developing countries for the periods 1996–2011 and 2007–2011. 

-
-

ity level after the global crisis. However, the latest estimations considered only 

the capital mobility level in this period. 
Thus, the results of this study employing OLS and FMOLS estimations pro-

vide weak evidence for the presence of the FHP in Russia in the post-crisis peri-
od, whereas estimations with accommodation for structural breaks illustrate high 
capital mobility and no evidence of the FHP. 

4. Conclusion

This paper examined capital mobility in Russia in the presence of structural 
breaks for two periods: 1995–2013 and the post-crisis period from 2000–2013. 

investigate the cointegrating relationships of investment and savings variables, 
considering the presence of structural shifts in the model when relevant, and 

-

changes  within a country or at the international level. Therefore, to examine  
the regression model (1) in the presence of multiple structural breaks, the ap-
proach of Kejriwal and Perron (2008, 2010) was employed. Kejriwal and Perron 
(2008, 2010) developed the estimation of cointegrated regression models ac-
counting for multiple structural changes. The test provided strong evidence 
of structural shifts present  in the employed series in both of the considered 
periods . Thus, in the period 1995–2013, two shifts were detected by the se-
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LWZ procedures.
To examine the cointegration relationships of the series in the presence of struc-

tural breaks, the Maki (2012) and Carrion-i-Silvestre and Sanso (2006) cointegra-
tion tests were employed. The Maki test allows for the presence of possible mul-
tiple breaks and has a null hypothesis of no cointegration. The Carrion-i-Silvestre 
and Sanso test allows for the presence of one structural shift and has a null 
hypo thesis of cointegration. The results of the Maki test provide evidence of 
the existence  of cointegration relationships in the 1995–2013 period when more 
than one break is allowed. The Maki test did not provide evidence of cointegra-
tion for the post-crisis period. Therefore, the Carrion-i-Silvestre and Sanso test 
was applied, which did not reject the null hypothesis of cointegration for any 
estimated  period, providing strong evidence of cointegration relationships in 
the model when affected by a structural shift. Existence of long-run relationships 
with the introduction of structural breaks indicates the solvency of a current ac-
count in Russia in both of the considered periods. 

in the full estimated period, 1995–2013. However, estimations of the post-crisis 

levels by the OLS and FMOLS procedures, respectively, and at the –0.10 level 
when a structural break was allowed. 

The results of the study indicate the presence of high capital mobility in Russia 
-

allowed. Nevertheless, the allocation of structural breaks in the model corrects es-
timated parameters for the illustration of better capital mobility. Thus, the results of 
this study employing OLS and FMOLS estimations provide weak evidence of the 
FHP in Russia in the post-crisis period, whereas estimations with accommodation 
of structural breaks illustrate high capital mobility and no evidence of the FHP. 
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